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Abstract

Large language models (LLMs) have demonstrated remarkable in-context learning
capabilities, leveraging demonstrations to adeptly perform a task. Recent works
have shown that such models can perform optimization over a response scoring
function, evaluating the quality of suboptimal generations and applying them as
exemplars to produce a better response. In this work, we seek to further explore
this phenomenon and determine whether strong LLMs can optimize their reasoning
paths by leveraging differentiated copies of a weak model. Central to our approach
is the use of filler tokens interleaved after each step in the reasoning chain. We
then define reasoning optimality, our implicit objective function, in terms of the
"efficiency" as measured by the number of steps. At inference time, three copies
of the weak model fine-tuned on synthetic data with varying degrees of efficiency
are used to generate responses for in-context optimization with the strong model.
We evaluate this method on the MMLU benchmark with Gemma-2 2B-it weak
learners and Llama-3.1-405B-Instruct as the strong model, and demonstrate that
our approach improves performance in a cheap manner.

1 Introduction

Modern foundation models are capable of performing challenging reasoning tasks, with phenomena
such as in-context learning being a primary driver (Wei et al., 2023, 2022). This includes the ability
to refine or optimize generations (Yang et al., 2024a; Madaan et al., 2023; Shinn et al., 2023), interact
with external tools in an agentic manner (Schick et al., 2023; Wang et al., 2024), and perform
reasoning by leveraging test-time compute to sample at a greater scale (Snell et al., 2024; Wu et al.,
2024). In particular, the ability to optimize generations at inference time with respect to an implicitly
defined reward function holds promise in improving model reasoning in a cheap manner (Yang
et al., 2024a). However, as model capabilities may continue to grow towards superhuman levels that
humans cannot reliably judge or oversee, it is important to develop methods that can affect strong
model performance, while leveraging smaller models at the human-controllable scale (Burns et al.,
2024; Yang et al., 2024b). This requires us to study how small models may be adapted so they may
be used to indirectly guide larger models towards desirable behaviors, including further boosting
strong model capabilities.
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Figure 1: An illustration of our approach. We first use a modification on Self-Instruct to generate
synthetic reasoning data with filler tokens, and fine-tune k copies of the weak model on the resulting
data mixtures. Then, the generations are scored by an separate LLM, and the outputs and judged
rewards are passed to the strong model. The strong model uses these as suboptimal generations to
inductively learn the function to optimize with respect to and generate an improved response.

In this work, we seek to determine whether the reasoning traces of weaker language models can be
used to optimize the reasoning of a frontier LM. We train three differentiated copies of a weak model,
Gemma 2 2B (Team et al., 2024) with unique sets of synthetic data, incorporating filler tokens (Goyal
et al., 2024; Pfau et al., 2024; Zelikman et al., 2024) placed at the end of each reasoning step, generated
by Self-Instruct (Wang et al., 2023). We find these models to perform differently from one another on
the MMLU benchmark (Hendrycks et al., 2021a), in order of reasoning efficiency: that is, training on
data with fewer steps (and therefore, the number of filler tokens) improves performance. Furthermore,
then using the generations of these weak model copies in performing in-context optimization as
in OPRO (Yang et al., 2024a) boosts the performance of Llama-3.1-405B-Instruct (Dubey et al.,
2024) on MMLU by 0.6%. This means that the generations of Llama-3.1-405B-Instruct are being
optimized, without sampling and scoring initial response attempts from said strong model (as is done
in the OPRO method). As such, the improvements of this procedure can be directly attributed to
reasoning chains generated by weak models, suggesting that this is a viable, cheap means of boosting
performance at inference time, and yielding a promising scope for future work.

2 Methods

2.1 Preliminaries

LLMs as Optimizers. Given the ubiquity of optimization problems, OPRO (Yang et al., 2024a)
seeks to solve this by leveraging the language model as the optimizer directly. The method involves
sampling a few responses to be used as in-context exemplars for the model of prior attempts, along
with scores of these responses to contrast their relative quality. Then, prompting the model in-
context to produce a response which yields an improved score does indeed succeed in doing so, as
demonstrated on both more classic optimization problems (e.g. traveling salesman problem) and
prompt optimization, identifying more effective prompts.

More formally, we can define Dx = {yi, ri} for i ∈ [k] to be the set of k in-context demonstrations
and their scores (yi and ri, respectively), given an input x. The reward function which governs the
scores can be defined as R(y, f(x,Dx)); we assume R to be a well-defined response quality function,
implying that the scores it assigns correspond to a monotonically increasing function correlated with
human judgements. Take HS to be the hypothesis space of the strong model; then, the optimization
problem we propose to solve can be stated as:

max
f∈HS

E(x,Dx)[R(y, f(x,Dx))] (1)

In this work, we note that the problem of improving LM reasoning capabilities is also an optimization
problem, and propose one dimension that may be optimized over, reasoning efficiency.

Weak-to-Strong Generalization. To enable scalable oversight of frontier models which will
develop superhuman capabilities towards the pursuit of artificial general intelligence (AGI), weak-to-
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strong generalization (Burns et al., 2024) fine-tunes GPT-4 on feedback labels generated by GPT-2,
finding that this bridges the substantial gap between the two models. They demonstrate several
methods that improve performance, including progressive weak-to-strong fine-tuning; strong models
also appear to overfit to the weak labels, making it challenging to recover strong model performance.

2.2 Weak-to-Strong In-Context Optimization

While OPRO uses the same model to generate initial solutions to use as in-context exemplars, we
separately use various models for each of the three stages of sampling, scoring, and in-context
learning. To enable a weak-to-strong approach at inference time, we use weaker models for sampling
responses, and a strong model to learn how to apply them to optimize. In particular, we use k different
weak models; the design of our weak learners is discussed in Section 2.3.

Formally, define HWi for i ∈ [k] to be the hypothesis class of each of the k weak models, each of
which will generate a demonstration. That is, take Dx,i = {f(x), ri}, f ∈ HWi

, and Dx =
⋃

i∈[k]

Dx,i.

Then, our optimization function remains as (1), applying this method of obtaining Dx instead.

While the weak-to-strong generalization work introduces the performance gap recovered (PGR)
metric, we instead analyze the performance change relative to the strong model’s performance; since
there are no parameter updates, this is more appropriate for the in-context learning setting.

2.3 Designing Weak Learners

To simplify the design of the weak learners, we take a fixed base model and fine-tune k copies of
this model on different mixtures. We use a modification on the Self-Instruct method (Wang et al.,
2023), first generating instructions, then classifying whether it is a reasoning problem or not, and
then generating samples for each instruction. Notably, we introduce filler tokens at the end of each
step in the reasoning chain, on the basis of prior works which have suggested that these tokens store
context of the steps that precede it, improving computational width when fine-tuning on data with
them (Goyal et al., 2024; Zelikman et al., 2024). By changing the sample generation stage to use
in-context exemplars of reasoning chains with a "\t" token interleaved between steps, and prompting
the model to produce k outputs for each input, where outputs 1, 2, . . . , k use fewer steps, we yield k
different synthetic data mixtures from Gemma-2 9B-it to train the weak learner models 3.

3 Experiments

3.1 Evaluation Setup

We use Gemma-2 2B-it as the weak learner; this is a strong performing small language model (SLM),
and is already instruction-tuned. We rely on instruction-following weak learners to ensure that that
the weak response quality is not poor, but rather, mediocre, leaving room for improvement. We first
evaluate the three fine-tuned copies of Gemma-2 2B-it on MMLU (Hendrycks et al., 2021a), with the
results reported in Table 1. Then, we perform in-context optimization using this weak learners with
Llama-3.1-405B-Instruct as the strong model and Llama-3.1-70B-Instruct as the scoring model. We
prompt the scorer model to provide a score to each generation from 1 to 100 (where 100 is the best).

3.2 Results

We first report the results of evaluating the three weak models (Gemma-2 2B-it copies) on MMLU,
each having been trained on 5,528 samples of generated synthetic data, in Table 1; we denote the
model trained on "output 1" (longest reasoning chains) as Weak-Long, the one trained on "output
2" (medium-length reasoning chain) as Weak-Medium, and the one trained on "output 3" (shortest
chains) as Weak-Short. Our results confirm the hypothesis that reasoning efficiency does correlate
with downstream reasoning benchmark performance (presumably, provided that the synthetic data
samples generated are indeed correct), at least for MMLU.

3We note that one could use different models altogether for an ensemble-style approach; however, attribution
then requires an understanding of the drivers of performance for each model.
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Model Gemma-2 2B-it Weak-Long Weak-Medium Weak-Short
MMLU (5-shot) 52.13% 52.42% 52.48% 52.61%

Table 1: MMLU results on the three weak models fine-tuned from Gemma-2 2B-it; we find that
models trained on shorter reasoning chains by prompting the model during Self-Instruct to provide
three responses of contrasting lengths yield better performance.

Next, we evaluated the weak-to-strong in-context optimization approach, with the Llama-3.1-405B
strong model as noted in Section 3.1, on the MMLU, GPQA, and MATH datasets (Hendrycks et al.,
2021a; Rein et al., 2024; Hendrycks et al., 2021b). The results are contained in Table 2.

Model Llama-3.1-405B (Instruct) Llama-3.1-405B (Instruct + ICO) Diff.
MMLU (5-shot) 87.24% 87.71% +0.47%
GPQA (0-shot, CoT) 51.11% 50.89% -0.22%
MATH (0-shot, CoT) 73.76% 74.04% +0.28%

Table 2: Evaluations of the strong model without and with in-context optimization (denoted ICO).

While GPQA performance decreased slightly, we find that both MMLU and MATH improve with
this method, despite the weak models being significantly worse at these tasks than the strong model.
Recall that the strong model does not have any generations sampled from its own policy unlike OPRO:
this furthermore highlights this interesting result, showing that models can improve at inference time
even with very weak supervision, as long as the in-context exemplars for optimization are contrasted.

4 Discussion

In this work, we introduced an approach to boost the reasoning capabilities of strong models purely
in-context, using generations from weak models and their reward scores assigned by a language
model judge. Surprisingly, we find that this indeed improves the strong model’s performance, despite
not optimizing at any point with respect to the strong model’s generations. Furthermore, the weak
models are validated as being differentiated on the basis of their synthetic data injected with filler
tokens, yielding different performances on MMLU. This being said, we recognize a few limitations
and areas for future work to extend our exploration:

More reliable judges. Our approach of studying reasoning efficiency through the number of steps
(and correspondingly, the number of filler tokens) provides a unique lens to quantifying the quality
of model reasoning. That being said, while we find this to correlate with downstream performance
improvement, there are notions of reward in reasoning (based on correctness) defined at both the
sample-level and at the CoT step level (Lightman et al., 2023; Ma et al., 2023). Another interesting
notion introduced recently is that of a human-aware loss function (HALO), corresponding to system
2 reasoning with methodical, deliberate thinking (Ethayarajh et al., 2024); this work shows that
inductive biases may be "selected" based on choice of HALO. We look to study in the future how
performing in-context optimization over HALO reward functions improves human reasoning.

Preference optimization from paired reasoning generations. In order to further align both weak
and strong models for reasoning by contrasting the quality of reasoning chains, we can rank the
candidate generations (the three weak model responses and the strong model response) based on their
scores by the scorer LLM. Based on this, one could either perform preference optimization with DPO
(Rafailov et al., 2023) either with a Plackett-Luce objective or by forming paired data based on the
ranks. We note that this approach is akin to rejection sampling (Touvron et al., 2023; Bai et al., 2022),
given the best response is often significantly better (coming from the strong model). That being said,
this provides a unique lens to explore distillation (training a Gemma-2 2B-it model on these synthetic
preferences) and true weak-to-strong learning by preference fine-tuning the strong model on offline
reasoning preferences.
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Iterative in-context optimization. Works such as Self-Refine and Reflexion (Madaan et al., 2023;
Shinn et al., 2023) perform in-context refinement for several iterations, though Self-Refine notes
diminishing returns with this procedure. Our work only involves a single iteration; we do not resample
generations, nor augment the policy which generates them, at any point in the algorithm’s execution.
Exploring our algorithm for multi-iteration could reveal interesting findings about how much test-time
improvement is possible from weak supervision.
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A Synthetic Reasoning Data Generation

As noted, we generated synthetic reasoning data, injected with filler tokens interleaved between
sentences; this is akin to the introductions of "<|startofthought|>" and "<|endofthought|>" tokens
in (Zelikman et al., 2024). To apply the Self-Instruct algorithm (Wang et al., 2023), rather than
identifying classification tasks, we instead use the LLM as a classifier to determine which problems
(model-generated instructions) are "reasoning problems" that could yield multi-step / chain-of-thought
rationales. Then, for each reasoning-inducing instruction, we generate 5 sample instances (input-
output pairs), such that for each input, we generate 3 outputs. This is included in the instruction to
the model, and demonstrated by few-shot exemplars across a wide variety of domain. The resulting
generations are then parsed and partitioned into three mixtures (one for each output number) for our
weak models to be fine-tuned on.

A.1 Reasoning Classification Exemplars

Can the following task be regarded as a reasoning task?
Task: Given my personality and the job, tell me if I would be suitable. Is it reasoning? Yes
Task: Convert the following text to uppercase letters. Is it reasoning? No
Task: Give me an example of a time when you had to use your sense of humor. Is it reasoning?
Yes
Task: Provide the numerical value of pi up to 10 decimal places. Is it reasoning? No
Task: Fact checking - tell me if the statement is true, false, or unknown, based on your
knowledge and common sense. Is it reasoning? Yes
Task: Return the SSN number for the person. Is it reasoning? No
Task: Detect if the Reddit thread contains hate speech. Is it reasoning? Yes
Task: Analyze the sentences below to identify biases. Is it reasoning? Yes
Task: Retrieve the official website URL of the World Health Organization. Is it reasoning?
No
Task: Select the longest sentence in terms of the number of words in the paragraph, output
the sentence index. Is it reasoning? Yes
Task: Find out the toxic word or phrase in the sentence. Is it reasoning? Yes
Task: You are provided with a news article, and you need to identify all the categories that
this article belongs to. Possible categories include: Music, Sports, Politics, Tech, Finance,
Basketball, Soccer, Tennis, Entertainment, Digital Game, World News. Output its categories
one by one, seperated by comma. Is it reasoning? Yes
Task: State the boiling point of water at sea level in Kelvin. Is it reasoning? No
Task: Select the oldest person from the list. Is it reasoning? Yes
Task: Find the four smallest perfect numbers. Is it reasoning? Yes
Task: Does the information in the document supports the claim? You can answer "Support"
or "Unsupport". Is it reasoning? Yes
Task: Return the default port number for HTTP. Is it reasoning? No
Task: Create a detailed budget for the given hypothetical trip. Is it reasoning? Yes
Task: Provide the chemical symbol for gold, carbon, and oxygen. Is it reasoning? No
Task: Explain the following idiom to me, and try to give me some examples. Is it reasoning?
Yes
Task: Is there anything I can eat for a breakfast that doesn’t include eggs, yet includes protein,
and has roughly 700-1000 calories? Is it reasoning? Yes
Task: Decide whether the syllogism is logically sound. Is it reasoning? Yes
Task: Provide the RGB hexcode for the color navy blue. Is it reasoning? No
Task: How can individuals and organizations reduce unconscious bias? Is it reasoning? Yes
Task: What are some things you can do to de-stress? Is it reasoning? Yes
Task: Find out the largest one from a set of numbers. Output the number directly. Is it
reasoning? Yes
Task: Provide the capital city of Canada. Is it reasoning? No
Task: Replace the <mask> token in the text with proper words that are consistent with the
context. You can use multiple words for each <mask> token. Is it reasoning? Yes
Task: Write a program to compute the sum of integers from k to n. Is it reasoning? Yes
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A.2 Prompt for Synthetic Sample Generation with Filler Tokens

”’Come up with examples for the following reasoning tasks. Try to generate multiple examples
when possible. If the task doesn’t require additional input, you can generate the output directly.
For a given example, produce a filler token ’\t’ after each step in your response. When you
have come up with an example input (when one is required), or determined that an input is
not required, give 3 possible outputs, with output 2 requiring fewer steps to solve than output
1, and output 3 requiring fewer steps to solve than outputs 1 and 2, while still arriving at the
same final answer.

Task: Suggest a better and more professional rephrasing of the following sentence. Example
1 Sentence: This house is surprisingly not constructed very well, and you probably need
more money to fix it after you buy it. If you ask me, I would suggest you to consider other
candidates. Output 1: The original sentences are informal and contain redundant phrases,
making them less professional. \t Phrases like "surprisingly not constructed very well" can
be tightened for clarity. \t Additionally, "If you ask me, I would suggest you to consider
other candidates" is wordy and can be made more direct. \t Thus, a rephrased version of
the sentence is: This house is poorly constructed and will likely require additional funds
for repairs after purchase. I recommend considering other properties. \t Output 2: The
original sentences are informal and contain redundant phrases, making them less professional.
\t Phrases like "surprisingly not constructed very well" can be tightened for clarity. \t
Additionally, "If you ask me, I would suggest you to consider other candidates" is wordy and
can be made more direct. \t Thus, a rephrased version of the sentence is: This house is poorly
constructed and will likely require additional funds for repairs after purchase. I recommend
considering other properties. \t Output 3: Step 1: Streamline the sentence by eliminating
unnecessary words and phrases. \t Step 2: Rephrase for clarity and professionalism. \t
Rephrased sentence: This house is poorly constructed and will likely require additional funds
for repairs after purchase. I recommend considering other properties. \t

Task: Write a Python program to compute the sum of integers from k to n. Output 1: This
can be done by looping over the numbers from k to n, inclusive, and adding their value to a
variable which stores the running sum. �First, initialize a variable, sum, to 0. �Then, looping
over the range(k, n+1) covers the range of values from k to n, inclusive. �For each value in
that range, add it to sum, using the += operator. �Finally, return the variable sum. �This is
represented with Python syntax as follows: def sum(k, n): sum = 0 for i in range(k, n+1):
sum += i return sum
Output 2: Step 1: Utilize Python’s built-in sum() function combined with range() to calculate
the sum. �Step 2: Return the computed sum directly. �This is represented with Python syntax
as follows: def sum(k, n): return sum(range(k, n+1))
Output 3: Step 1: Apply the arithmetic series formula to compute the sum in a single step.
�Step 2: Return the calculated sum. �This is represented with Python syntax as follows: def
sum(k, n): return (n - k + 1) * (k + n) // 2
<more exemplars, each with 3 outputs>

Task:”’

B Implicit Objective Functions

Following from the work of OPRO (Yang et al., 2024a), we use another large language model to act
as the scorer to assess the quality of generations. However, there are several means through which
we could score quality, depending on the metrics and principles of interest to the user, which guides
the model’s refinement / optimization process (Sun et al., 2023, 2024; Ramji et al., 2024; Zhang
et al., 2024). That is, one could choose to directly select metrics which assign real-valued scores
to use in place of the Scorer LLM, or use a model trained on such lens which might have a better
human-centered notion of preferred reasoning pathways. This leads to the notion of human-aware loss
functions (HALOs), introduced in (Ethayarajh et al., 2024). The premise of HALOs is fundamentally
built on prospect theory, on the notions of human value and utility; a HALO is defined as a function
such that given the functional form for human value v, a reward function for the model rθ, and a
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reference distribution Q, the function is linear is v(rθ(x, y) − EQ[rθ(x, y
′)]). Notably, the work

shows that direct preference optimization (DPO; Rafailov et al. 2023) is a HALO; we thus use
Llama-3.1-70B-instruct as our Scorer LLM, as it has been trained with an iterative rejection sampling
+ DPO pipeline (Dubey et al., 2024).

An aspect we are then curious about is whether a model that has undergone preference optimization
with a fixed HALO function fHALO can assign rewards to new generations that approximate that
HALO. If so, this would provide a new dimension to our work, as it is important to examine the
intersection of preference (a human-centric notion) with reasoning (an in-demand application of
foundation models). Doing so by designing a mathematically grounded loss formulation could unlock
new doors to boosting reasoning with cheaper feedback signals, as opposed to leveraging the same
model for sampling with test-time compute.

11


	Introduction
	Methods
	Preliminaries
	Weak-to-Strong In-Context Optimization
	Designing Weak Learners

	Experiments
	Evaluation Setup
	Results

	Discussion
	Synthetic Reasoning Data Generation
	Reasoning Classification Exemplars
	Prompt for Synthetic Sample Generation with Filler Tokens

	Implicit Objective Functions

